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Abstract: The success rate of face recognition is influenced by illumination, expression, posture change and other variables thus use of 

Convolutional Neural Network (CNN) alone has a weak generalization capability. A novel technique to facial recognition based on 

coupled learning of convolutional neural networks and Local Phase Quantization (LPQ) is proposed as a solution to this problem. First, 

face texture features are extracted using the LPQ operator. Once the layer is fully connected, two convolutional neural networks are 

utilized to extract more training data, improve network parameters, and deliver classification results using the softmax function. Using 

this method, the recognition rates in the NIR and Yale face datasets are enhanced to 90% and 93.333%, respectively. The results of the 

studies demonstrate that the suggested method not only increases the model's tolerance for illumination, expression, and posture but 

also increases the accuracy of face recognition. 

 

I. INTRODUCTION 

Face information processing has a number of advantages, including a high safety coefficient, quick data collection, and easy 

popularisation in biometric feature recognition. Face recognition technology may be used for a variety of purposes in finance and 

security, including video surveillance and intelligent payment. It is presently one of the most popular research topics in machine learning 

and computer vision. 

Face recognition is often used in unconstrained environments. Several environmental factors, including as illumination, emotion, 

posture, and so on, have an effect on the images collected. As a result, the standard feature extraction approach is ineffective for face 

recognition. Because Histogram of Oriented Gradient (HOG) [1] has great invariance to optical and geometric image distortion, and 

local phase quantization (LPQ) [2] has properties such as grayscale invariance, light insensitivity, and so on, they are util ized to get 

facial features for face identification. 

These days, there are many face training data sets available, and deep learning has captured the interest of many. In order to perform 

face recognition, the neural network model may evaluate two-dimensional images, learn image features from a large number of samples, 

and categorize the two-dimensional images based on the learned characteristics. The abuse of subjective components can be avoided 

with the aid of machine feature extraction. Convolutional neural networks are frequently employed in face recognition applications due 

to its excellent error tolerance, parallel processing capability, self-learning capabilities, and generalization performance. 

The convolutional neural network can recognize face characteristics directly from images, but it must first learn the image's noise. 

Both HOG and LPQ can analyze face photos and decrease noise interference, making image details more visible. Because HOG is 

primarily concerned with extracting the target's presentational and form characteristics, whereas LPQ is capable of extracting the target's 

texture features, LPQ has a stronger influence on extracting face features. 

In this research, LPQ is used to extract facial texture features while compensating for illumination and expression. Meanwhile, the 

parallel ensemble learning technique and the parallel connection of two convolutional neural networks with different topologies for face 

recognition boost the diversity of the ensemble members as well as the network's generalization ability. This study provides a face 

recognition method based on simultaneous ensemble learning of LPQ and CNN that significantly improves recognition rate. 

To evaluate the performance of our proposed CNN model in the face recognition issue, two datasets, NIR [3] and Yale [1], are 

employed. The experimental findings are contrasted with earlier methods in detail, and the results show that our approach works better 

than the others. 
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II. LITERATURE REVIEW 

Xiaoyu Sun et al [4] introduced a unique method for detecting facial photos under uncontrolled conditions such as expressions, blur, 

occlusion, and illumination changes by combining the Zernike moment with multiscale patch-based local phase quantization. The 

Zernike moments are calculated around each pixel, and then the real and imaginary components are combined to generate double 

moment pictures. Texture information is then derived for non-overlapping patches of moment pictures using a multiscale patch-based 

local phase quantization descriptor. For picture categorization, a support vector machine is utilized. The novel's performance is evaluated 

on different databases. 

Huu-Tuan Nguyen and Alice Caplier [5] developed a patch-based Local Phase Quantization (LPQ) of Monogenic components facial 

recognition model. The input image is used to generate directional monogenic bandpass elements, and each pixel of these bandpass 

elements is updated by the mean value of its neighborhood. On these images, LPQ histogram sequences are created, which are then 

concatenated to provide a global representation of the face image. To minimize dimensionality, it utilizes whitened principal component 

analysis, a k-nearest neighbor classifier, and weighted angle distance for classification. Experiments on the FERET and SCface 

databases show that the model is successful despite changes in expression, illumination, time lapse, and low resolution.  

Borui Zhang et al [6] suggested a facial expression recognition system that makes use of the Gabor Wavelet Transform, the Local 

Binary Pattern (LBP), and LPQ. The Gabor filter is used to extract the significant aspects of the facial image across five scales and eight 

orientations. The LBP and LPQ operators are then used to encode the Gabor image. A two-stage principal component analysis and 

linear discriminant analysis approach is used to reduce the dimension of the fusion feature formed of the Gabor LBP and Gabor LPQ 

features. Performance is evaluated on the JAFFE database using SVM classifier in terms of recognition accuracy. 

Qin-Qin Tao et al [7] developed a model for face detection utilizing a local Convolution Neural Network (CNN) and a Support 

Vector Machine (SVM) to handle the problem of detection under considerable appearance variations caused by perspective, intense 

lighting, and expression variations. Locality-sensitive SVM is used to generate a local model for each local area, making the 

classification work easier owing to lower within-class variance. Because local features are more robust than global features, 

discriminative local face features are learned by applying several local CNNs. The robustness and efficiency of this model are examined 

using the CMU+MIT dataset and the FDDB dataset. 

Amin Jalali et al. [8] proposed a sensitive convolutional neural network with a sensitivity element in the cost function of a CNN to 

emphasize tiny changes and high frequency components in significantly blurred input picture samples. In CNN, the proposed cost 

function contains a sensitivity component in which the conventional error is divided by the activation function's derivative. This 

highlights the minute differences in the very blurred pictures, allowing for enhanced feature extraction and generalization and 

classification performance. The suggested sensitivity element's usefulness is validated using low illumination, quality deteriorated 

LDHF images obtained in long standoffs. 

Shreyas Saxena and Jakob Verbeek [9] presented a heterogeneous face recognition system that uses CNNs to recognize facial 

pictures from many sensor modalities. In most cases, gallery images are conventional visible images, whereas probe images are infrared 

images. To decrease inequalities across disparate modalities, face characteristics from a CNN pre-trained on visible spectrum face 

photos are used for recognition with various learning approaches. Experiment results show that utilizing CNNs trained on visible 

spectrum images can outperform the state of the art for heterogeneous recognition using near-infrared images. 

Xi Yin and Xiaoming Liu [10] presented the Multitask CNN for recognizing pose invariant faces with identity classification as main 

task and pose, illumination and expression estimates as sub tasks. Dynamic-weighting technique is deployed to dynamically apply loss 

weights to each sub task to eliminate the problem of balancing between different tasks during training, where higher loss weight is 

assigned to a simpler sub task. CNN learns definite identity features during training as well as a stochastic routing method for feature 

fusion during testing. On wild datasets, the efficacy of the method is tested, and the results show that it achieves superior performance 

than the current state of the art on LFW, CFP, and IJB-A datasets. 

Yanan Wang et al [11] suggested a bi-directional Collaborative representation-based classification system for identifying facial 

images using CNN features. To extract face attributes from the original gallery and query sets, deep convolutional neural networks were 

utilised, and an efficient reverse representation model was used to retrieve the auxiliary residual information between each training 

sample and test sample. To eliminate the bi-directional optimization problem, the input sample is described by a forward linear 

combination and a backward one. Furthermore, for robust classification, the residuals from forward and reverse modelling are integrated 

at the lowest possible cost. The algorithm's validity is supported by experimental results obtained from well-known face databases such 

as AR, FERET, and ORL in terms of robustness to the small sample size problem. 

Hana Ben Fredj et al. [12] developed a CNN framework to recognizing faces in unconstrained environment. In the framework, 

aggressive data augmentation is used for learning. Further adaptive fusion of softmax loss and center loss as supervised signals is added 

to improve the performance. The effectiveness of the model was tested on the LFW and You Tube datasets. 

M. Chandrakala and P. Durga Devi [13] proposed a two stage classifier using HOG features to recognize face images. The desired 

features from the preprocessed images are extracted using HOG. At first, the k-NN classifier was used. Then, unrecognized face images 

were tested with the SVM classifier, which led to more accurate face recognition. 

Htwe Pa Pa Win et al. [14] proposed method for face recognition using CNN. The deep learning strategies of the CNN are used for 

detecting face, extracting face features and for recognition. The effectiveness of this method was tested by experimentation on FEI 

dataset resulting in better accuracy and reduced time complexity. 

Peng Lu et al. [15] developed a method for face recognition that combines CNN with augmented dataset. The small dataset is 

augmented to a larger one by transformations of the face images, such as flip, shift, scaling, and rotation. Face features extracted from 

these augmented datasets resulted in higher recognition rate. This method was tested on the ORL dataset. 

Walid Hariri [16] introduced an efficient technique for recognizing masked faces. In this technique, first the masked face region is 

removed, then three pre-trained deep CNN namelyVGG-16, AlexNet, and ResNet-50 is applied to extract deep features. The 

classification is performed by multilayer perceptron. Experiment was conducted on Real-World-Masked-Face-Dataset to evaluate the 

performance. 
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III. METHODOLOGY 

This research focuses on face recognition utilizing parallel ensemble learning with LPQ and CNN. In this study, CNN is used to 

first extract the facial features from the images processed by LPQ, then LPQ is used to analyse the texture of the input images, and 

finally, the parallel ensemble learning method is used to improve CNN's subpar generalisation performance brought on by the learning 

algorithm getting stuck in a local minimum, enhancing the effect of distinguishing different faces. Fig. 1 depicts the proposed approach's 

implementation flow, and the exact implementation technique is described in the following sections. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1.The block diagram of the proposed model 

A. Training Face Database 

 Each database comprises a variety of various face images, each with its unique set of features. The YALE database is used to investigate 

the efficacy of the proposed algorithm under changes in position and facial expressions. It is made up of 15 participants, each with 11 

samples. By selecting the first 9 samples from each participant, a total of 135 images are examined for training. The recognition rate is 

calculated using the 10th face image of the same 15 individuals. To investigate the efficacy of the proposed method under different 

conditions of intensity, light, position, blurring effect, and expressions, an expanded NIR database is used. It is made up of 41 

participants, each with six samples. Out of 41 subjects, the first 35 are selected for training by selecting the first 5 samples of each topic, 

for a total of 175 images. The recognition rate is calculated using the sixth face image of the same 35 individuals. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

B. Preprocessing 

Image preprocessing is a critical step since it removes unnecessary information. The input face picture is preprocessed to remove the 

face region from the complicated background using the viola jones technique [17]. Because the retrieved facial images have varied 

dimensions, they are scaled to 100×100 to ensure uniformity. 

 

 

 

 

C. Local Phase Quantization (LPQ) 

LPQ is introduced by Ojansivu, is a spatial blurring approach based on quantizing the Fourier transform phase in local areas. It is 

commonly understood that spatial blurring may be represented by a convolution of image intensity and a point spread function (PSF). 

This leads to a multiplication in the frequency domain. 
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𝐺(𝑘) = 𝐹(𝑘) ∗ 𝐻(𝑘)                                                (1) 

Where 𝐺(𝑘), 𝐹(𝑘) and 𝐻(𝑘) are the Fourier transforms of the blurred, original, and PSF images, respectively. When only the phase of 

the spectrum is considered, the relationship becomes a sum. 

∠𝐺(𝑘) = ∠𝐹(𝑘) + ∠𝐻(𝑘)                                         (2) 

Where∠𝐺(𝑘),∠𝐹(𝑘) and ∠𝐻(𝑘) denote the phase angles of𝐺(𝑘), 𝐹(𝑘) and 𝐻(𝑘) If the PSF is centrally symmetric, i.e. ℎ(𝑦) =
ℎ(−𝑦)the transform 𝐻(𝑘) becomes real valued, and the phase angle ∠𝐻(𝑘)  is represented by a two-valued function: 

∠𝐻(𝑘) = {
0 𝑖𝑓 𝐻(𝑘) > 0

1 𝑖𝑓 𝐻(𝑘) < 0
                                            (3) 

∠𝐺(𝑘) = ∠𝐹(𝑘) Exists for every∠𝐻(𝑘) ≥ 0. (u). Furthermore, the form of 𝐻(𝑘) for a regular PSF is similar to that of a Gaussian or a 

sinc-function, implying that at least the low frequency values of ∠𝐻(𝑘)are non-negative. ∠𝐺(𝑘) = ∠𝐹(𝑘)  At these frequencies, making 

∠𝐹(𝑘) a blur invariant characteristic. 

To investigate the phase in LPQ, local M-by-M neighborhoods 𝑁𝑥 at each pixel position of the picture 𝑓(𝑥) are used. A short term 

Fourier transform is used to get the local spectrum. 

𝐹(𝑘, 𝑥) = ∑ 𝑓(𝑦 − 𝑥)𝑒𝑗2𝜋𝑘𝑇𝑦
𝑦𝜖𝑁𝑥

                                (4) 

The transform is effectively assessed for all picture coordinates 𝑥𝝐{𝒙𝟏, 𝒙𝟐 … … 𝒙𝑵} using simple 1-D convolutions for the rows and 

columns in a row-by-row fashion. The local Fourier coefficients are computed at four frequency locations,𝑘1 = [𝑎, 0]𝑇, 𝑘2 =
[0, 𝑎]𝑇, 𝑘3 = [𝑎, 𝑎]𝑇 and 𝑘4 = [𝑎, −𝑎]𝑇, where  𝑎 is a small enough scalar to fulfil 𝐻(𝑘𝑖) ≥ 0. This yields a vector for each pixel 

position: 

𝐹(𝑥) = ([𝑅𝑒{𝐹(𝑘1,𝑥),𝐼𝑚{𝐹((𝑘1,𝑥)}

……[𝑅𝑒{𝐹(𝑘4,𝑥),𝐼𝑚{𝐹(𝐹(𝑘4,𝑥)}])
                              (5) 

By monitoring the signs of the real and imaginary portions of each component in 𝐹(𝑥), the phase information in the Fourier coefficients 

is recorded. This is accomplished by employing a simple scalar quantizer. 

𝑞𝑗 = {
1 𝑖𝑓 𝑓𝑗 > 0

0 𝑖𝑓 𝑓𝑗 < 0
 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4. An example of LPQ operator 

 

Where 𝑓𝑗 is the vector 𝑗𝑡ℎ  component 𝑓(𝑥). Using binary coding, the resulting eight binary coefficients 𝑞𝑗  are represented as integer 

values ranging from 0 to 255. 

𝑓𝐿𝑃𝑄(𝑥) = ∑ 𝑞𝑗2𝑖7
𝑖=0                                         (6) 

As a consequence, for face description, the label image 𝑓𝐿𝑃𝑄whose values are the blur invariant LPQ labels is obtained. Fig 4 is an 

example of the technique used to compute the LPQ operator. 

 

D. Convolutional Neural Network 

CNNs are a type of deep neural network that is particularly successful for pattern recognition and classification. These CNNs are feed 

forward networks made up of multiple hidden layers. CNNs are made up of kernels with taught weights and biases. Each kernel takes 

some input and conducts a non-linear convolution function. 

After LPQ texture extraction, CNN is used to extract face characteristics in the work. The network structure shown in Fig. 5 is one of 

the CNN models utilized in this article, and it is made up of two convolutional layers, two maximum pooling layers, and a final fully 

connected layer. 
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Fig 5. Proposed Convolutional Neural Network architecture 

 

IV. Results and Discussions 

The size of the each image feature matrix is modified to 96×96×1 after extracting the LPQ features from the input face image. We 

carried out several experiments by selecting different batch sizes. Because MATLAB 2018a has a CNN library, the proposed approach 

is implemented on it. The minimal batch sizes are 16, 32, and 64, and the recognition rate is calculated for each batch size. The network's 

learning rate is set at 0.001. It is the gradient decent optimization algorithm that is being employed. The face recognition system's 

performance was assessed using the NIR, and YALE databases.  

 

YALE dataset 

Experiment is carried out using batch sizes of 16, 32, and 64. It has been discovered that a batch size of 64 results in greater recognition 

accuracy. The Accuracy and loss (error) graphs produced for both training and testing (validation) features are shown in Fig 6 and Fig 

7. Table 1 tabulates the data for validation accuracy and validation loss for various epochs. From epoch 12, the system accuracy exceeds 

90% and achieves 93.33 percent with a minimal validation loss of 0.1493 and minimal batch loss of 0.0022 over 18 epochs. 

 

NIR dataset 

The experiment is carried out using batch sizes of 16, 32, and 64. It is discovered that a batch size of 16 results in greater recognition 

accuracy. The Accuracy and Loss (Error) Graphs acquired for both training and testing (validation) features are shown in Fig 8 and     

Fig 9. The numbers calculated for validation accuracy and validation loss for different epochs are shown in Table 2. From epoch 8 

onwards, the system accuracy exceeds 90%, peaking at 90.00 percent with a minimal validation loss of 0.5961 for 11 epochs. 
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Table 1. Shows the values  tabulated for YALE database for different epochs 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Shows Training and Testing Accuracy graphs for Yale database 

 

 

 

 

 

 

Epoch Iteration Validation 

Accuracy 

in % 

Validation 

Loss 

Mini-Batch 

Accuracy in 

% 

Mini-

Batch 

Loss 

1 1 6.67 4.4160 6.25 3.5973 

1 2 20.00 5.7585 4.69 5.4045 

2 4 20.00 5.6948 20.31 4.9251 

3 6 46.67 4.3700 34.38 4.7479 

4 8 53.33 4.9414 70.31 3.8493 

5 10 60.00 3.7552 67.19 3.0359 

6 12 66.67 2.0801 87.50 1.4859 

7 14 73.33 1.0447 92.19 0.5495 

8 16 80.00 0.8714 95.31 0.1703 

9 18 80.00 0.6580 95.31 0.1396 

10 20 80.00 0.3142 96.88 0.0889 

11 22 80.00 0.1632 96.88 0.0529 

12 24 93.33 0.1282 98.44 0.0183 

13 26 100.00 0.1192 100.00 0.0183 

14 28 100.00 0.1195 98.44 0.0464 

15 30 93.33 0.1291 100.00 0.0080 

16 32 93.33 0.1368 100.00 0.0036 

17 34 93.33 0.1434 100.00 0.0047 

18 36 93.33 0.1493 100.00 0.0022 
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Figure 7. Shows Training and Testing Error (Loss) graphs for Yale database 

 

Table 2. Shows the values tabulated for NIR database for different epochs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Epoch Iteration Validation 

Accuracy 

in % 

Validation 

Loss 

Mini-

Batch 

Accuracy 

in % 

Mini-

Batch 

Loss 

1 1 0.00 7.8543 0.00 4.4893 

1 12 32.50 5.2099 12.50 5.2604 

2 24 65.00 2.2228 62.50 2.2169 

3 36 87.50 0.9761 81.25 0.7669 

4 48 87.50 0.7629 93.75 0.2337 

5 60 87.50 0.6082 100.00 0.0861 

6 72 90.00 0.5218 93.75 0.3059 

7 84 85.00 0.6648 100.00 0.0670 

8 96 90.00 0.7603 100.00 0.0405 

9 108 90.00 0.7431 100.00 0.0983 

10 120 90.00 0.6258 93.75 0.6258 

11 132 90.00 0.5961 100.00 0.5961 
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Figure 8. Shows Training and Testing Accuracy graphs for NIR database 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. Shows Training and Testing Error (Loss) graphs for NIR database 
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Table 3. Shows the comparison of proposed work with existing work. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Experimental results obtained for the proposed work is compared with previous methods and it is shown Table 3.It is found that the 

combination of LPQ and CNN yields better recognition rate for NIR and YALE database when compared other existing techniques. 

V. Conclusion 

The research introduces a face recognition strategy based on ensemble learning of LPQ and CNN that uses LPQ to extract texture 

characteristics as training data for the CNN and is then applicable to face identification. Because LPQ may lessen the impact of 

illumination on facial characteristics and enhance face recognition accuracy, LPQ features are mostly used to extract facial texture 

features. The collected features are scaled as a 96×96 matrix and transferred to the four layer CNN structure for training, which consists 

of convolutional, max pooling, convolutional, max pooling layers. Face image categorization is performed by the softmax layer. 

Performance analysis is measured in terms of recognition accuracy. It is found that YALE and NIR datasets yields better recognition 

rate of 93.33% and 90.00% respectively. 
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